# Assignment 3 – Linear Regression and Variable Selection on MOVIE DATASET

*The purpose of this assignment is to use R/Python to learn how to perform feature selection on the given dataset.*

This assignment provides you with an opportunity to demonstrate the achievement of the following course learning outcomes:

* Understand Linear regression
* Understand and apply the Python programming language
* Understand and apply feature selection principles

## Key Information

* **Type:** *Individual*
* **Weight:** 6.5%
* **Delivery:** Course website upload
* **Due Date:** End of lab session

## Expectations

You are expected to complete this assignment individually.

Respect for academic integrity is crucial to your success. Make sure you understand what constitutes acts of academic dishonesty in the page: [What is Academic Dishonesty?](http://mcmaster.ca/academicintegrity/students/whatis.html)

## Instructions

*Using Python, you are to complete the following questions.*

Please work on the followings questions and tasks:

**Part I:**

1. **Import cvs dataset (MOVIE DATASET)**
2. **Identify what features have missing values**
3. **Replace missing values with 0**
4. **Split dataset into training and test datasets in 0.7/0.3**
5. **Select all numerical features that can be used to predict ‘vote average’ target**
6. **Add three categorical features (for example, original language, status and genres) and transform them into numerical**
7. **Fill the training and test data with required information:** 
   1. **Use: train[features].dropna()**
8. **Import linear regression function from sklearn:** 
   1. **Use: linear\_model.LinearRegression() from sklearn**
9. **Use score to identify most accurate and predictive features. Justify the final choice of the features.**

**Part II:**

1. **Remove features with low variance**:
   1. Use VarianceThreshold from sklearn.feature\_selection

**VarianceThreshold** is a simple baseline approach to feature selection. It removes all features whose variance doesn’t meet some threshold. By default, it removes all zero-variance features, i.e. features that have the same value in all samples.

As an example, suppose that we have a dataset with boolean features, and we want to remove all features that are either one or zero (on or off) in more than 80% of the samples. Boolean features are Bernoulli random variables, and the variance of such variables is given by

![mathrm{Var}[X] = p(1 - p)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAAATBAMAAACw3vibAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdN3znWC/ixivMs/7SOlCAPgxAAACHUlEQVR42mNgIAVwFGATZWdgYEIVYdoIl9uNRcM/AWzGMCYwMAh9dmBgtU+AinADbcz51MD4OQvExACuQGldTGFxIDYC4lIGhDEM7L8YuCYwYDXmAQPX9K+YwnxAT8k2MDBIIwv+/MMwF2sYMDBOYPiWiUX8WwELgwMjA9cDFNGVXTOxhzCjAXZxzg1MDDUGDL8mNIpnMMSdqlsAFv1w6wCmCS7Lyxi4EjDERbzKExg+L2BiYDJkYGV4+5KLYY16L8S2mh4sNnqfnOCARZhlbScLA4MBC8NnRwaRxzIMtn3/eL4agMO1mh2uKjsAFM3uDAzXWVQ4Cz7HopvCW3qSwXwOgwfQKN+8DwV15UD//IamMa43cGVTp0IZGt4MPzc4w8UvgYxnusPwuXwNQzcDOPlN+PWAQUwT6O0fECU1BTYBmK6/w8Ar8BLO07sHBHdALj3AcJGBoQPomu/6aQz3mdezwpTwMDxhxPAUw0UOlgk8mKbzCjBaQlzDbsDAwcBQ0AQigaCtgIHlLtxTrkAAMoWXieEWw7cFGMZcUOBdwMCbwMzA8Gvd6z9zU2IuLOX8foLtd3RP0Ixot+cXGNh+o0S4idSHDWyyJzj6rOU2IYnz7FIoZvj3D81wbqxMEA+UrjkUMFyzHZYZiAOgXMzwoxZDXAxEeDIQ65r1YJINXT3XB5AjE4h1DatDBrg4Qs+yIWzAjP0fw68Eii2cAAD6XomEQSC99AAAAABJRU5ErkJggg==)

so we can select using the threshold .8 \* (1 - .8)

Apply following example on the MOVIE dataset:

**>>> from** **sklearn.feature\_selection** **import** VarianceThreshold

**>>>** X = [[0, 0, 1], [0, 1, 0], [1, 0, 0], [0, 1, 1], [0, 1, 0], [0, 1, 1]]

**>>>** sel = VarianceThreshold(threshold=(.8 \* (1 - .8)))

**>>>** sel.fit\_transform(X) array([[0, 1], [1, 0], [0, 0], [1, 1], [1, 0], [1, 1]])

1. **Recursive feature elimination with linear regression:**

Recursive feature elimination is based on the idea to repeatedly construct a model (for example an SVM or a regression model) and choose either the best or worst performing feature (for example based on coefficients), setting the feature aside and then repeating the process with the rest of the features. This process is applied until all features in the dataset are exhausted. Features are then ranked according to when they were eliminated. As such, it is a greedy optimization for finding the best performing subset of features.

The stabil rity of RFE depends heavily on the type of model that is used for feature ranking at each iteration. Just as non-regularized regression can be unstable, so can RFE when utilizing it, while using ridge regression can provide more stable results.

Sklearn provides RFE for recursive feature elimination and RFECV for finding the ranks together with optimal number of features via a cross validation loop.

* + Import: RFE from sklearn.feature\_selection
  + Import: LinearREgression from sklearn.linear\_model
  + Define features and target as X and Y
  + Use linear regression as the model
    - lr = LinearRegression()
  + Rank all features, i.e continue the elimination until the last one
    - rfe = RFE(lr, n\_features\_to\_select=1)
    - rfe.fit(X,Y)

Print Features sorted by their rank

What observations can you make based on obtained ranking?

## Rubric

To achieve full marks on this assignment, you must have answered all questions above correctly with code submitted that has no errors.

## Appendix

You can use the following code to add and extract information from the json column in the DataFrame

**import** json  
**def** get\_data(column, f, key):  
 df\_temp = pd.DataFrame([])  
 **for** i **in** column:  
 json\_data = json.loads(i)  
 df1 = pd.DataFrame.from\_dict(json\_data)  
 **if** len(i) > 2:  
 df2 = pd.DataFrame([df1[key][0]])  
 **else**:  
 df2 = df1  
 df\_temp = pd.concat([df\_temp, df2], ignore\_index=**True**)  
  
 df = pd.concat([df, df\_temp], axis=1)  
 **return** df

Example:  
The function can be used for example as the following:  
df = get\_data(df[**'genres'**], df, **'name'**)

*The genres are appended to the df as a column*